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A survey is presented of theoretical models and computational studies for unimolecular reaction dynamics.
Intrinsic RRKM and non-RRKM dynamics are described, and properties of the unimolecular reactant’s classical
phase space giving rise to these dynamics are discussed. Quantum dynamical calculations of isolated resonances
and state-specific decomposition are reviewed, and the resulting possible mode-specific or statistical state-
specific decomposition is delineated. The relationship between the latter and RRKM theory is described.
Computational studies give the probability that a molecule dissociates in a time interval of t — ¢ + dr, that
is, the lifetime distribution P(f), and determining unimolecular rate constants versus pressure, energy, and
temperature from P(7) is outlined. Non-RRKM behavior evident in P(f) is not always present in the rate
constants. The need to include anharmonicity and the proper treatment of the K quantum number, in calculating
the RRKM unimolecular rate constant, is explained. The possibility of observing “steps” in unimolecular rate
constants is considered. The extensive experimental non-RRKM dynamics found for several classes of chemical
reactions are surveyed. The direct coupling of chemical dynamics with electronic structure theory, that is,
direct dynamics, has allowed one to study the atomic-level dynamics for numerous unimolecular reactions,
and extensive non-RRKM and nonintrinsic reaction coordinate (IRC) dynamics have been discovered. These

dynamics for OH™ + CH;3F and F~ + CH300H are reviewed.

I. Introduction

The research field of unimolecular kinetics and dynamics
includes studies of methods for energizing molecules,'? colli-
sional stabilization of vibrationally and rotationally excited
molecules,’”® product energy partitioning,””'* the dynamics of
intramolecular vibrational energy redistribution (IVR),'>!4716 and
models for unimolecular decomposition.!””!* Though each of
these topics is of much importance, it is the latter two, which
are fundamental to the theory of unimolecular reaction
dynamics,'>!771° that are considered here. An accurate theory
of unimolecular dynamics and kinetics is needed to model
unimolecular reactions for many different chemical processes,
including atmospheric and combustion chemistry,?’~2? peptide
fragmentation, > dissociation of clusters,’®?” and ion—molecule
reactions.?$73°

A limiting and widely used model of unimolecular kinetics
is the Rice—Ramsperger—Kassel—Marcus (RRKM) theory. This
theory is based on the fundamental assumption that a micro-
canonical ensemble of states exists initially for the energized
molecule A* and is then maintained as it decomposes.'>!"~1
Maintaining the microcanonical ensemble, during the unimo-
lecular decomposition, requires rapid and complete IVR among
the degrees of freedom of the energized molecule. Details of
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this theory were developed nearly simultaneously by two groups
in the early 1950s,%!73* while such a microcanonical model for
unimolecular dissociation was described somewhat earlier.?*3
In the ion—molecule community, this microcanonical theory
became known as the quasi-equilibrium theory (QET).3* The
Rabinovitch research group was instrumental in initiating and
facilitating widespread applications of RRKM theory to interpret
experiments, 338

The RRKM/QET rate constant for total energy E and angular
momentum J is expressed as

_ NYE-E,J)
S M

where N(E — E,,J) is the transition state’s sum of states, p(E,J)
is the unimolecular reactant’s density of states, and E, is the
unimolecular threshold. RRKM theory is viewed as a statistical
theory since the rate constant is calculated from statistical
mechanical properties, and an understanding of the actual
dissociation dynamics is unnecessary. The sum and densities
of states in eq 1 are calculated for the active degrees of freedom,
for which IVR is rapid. Within the framework of RRKM theory,
there is the possibility that some modes are not active but are
adiabatic and stay in fixed quantum states n during the reaction.*?
For this situation, eq 1 becomes

NYE—E,,J,n)
hp(E, J,n) 2

A specific degree of freedom which has received considerable
interest, regarding its activity or adiabaticity, is the one
associated with the K rotational quantum number.** An example

k(E,J,n) =
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of vibrational adiabaticity is HOCO dissociation, for which it
has been proposed*’ that the OH stretch is partially adiabatic.

Experiment and computation have been important players in
the development of unimolecular rate theory, and the interplay
between theory, experiments, and computation is illustrated in
Figure 1. In addition to RRKM/QET, phase space theory
(PST),?8#42 variational unimolecular theory,**™0 and the sta-
tistical adiabatic channel model (SACM)*" are also important
approaches for interpreting unimolecular reaction rates. Experi-
mental studies have been very important in the development of
unimolecular rate theory. A set of classical thermal unimolecular
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dissociation studies versus temperature and pressure by Rabino-
vitch and co-workers,**%% and chemical activation experiments
by Rabinovitch and others,*? illustrated the broad applicability
of RRKM/QET theory in interpreting experiments. Chemical
activation experiments at high presssures®®>3 also provided
information regarding the rate of vibrational energy flow within
molecules. Experiments®** for which molecules are vibra-
tionally excited by overtone excitation of a local mode (e.g.,
the C—H or O—H bond) gave results in overall good agreement
with RRKM theory.* Non-RRKM kinetics is observed for some
reactions, particularly those with shallow potential energy wells
and low barriers for unimolecular decomposition.’”3

A more detailed microscopic picture of a unimolecular
reaction may be obtained from time domain experiments in
which the number of reactant and/or product molecules is
followed in real time.>*~% Pronounced non-RRKM kinetics were
observed for the NO, — NO + 0% and CH;CO — CO +
CH;% reactions.

At the most fundamental level, unimolecular dissociation
occurs via resonance states, which may be viewed as an
extension of the bound states into the vibrational/rotational
continuum of the energized molecule.? The line width for a
resonance state gives its lifetime and, therefore, its unimolecular
rate constant. Thus, resolving all of the resonance states, in a
specific energy range for an energized molecule, gives a detailed,
fundamental understanding of the molecule’s state-specific
unimolecular kinetics. This type of experiment has been
performed for D,CO,* HFCO,*” HCO,*® DCO,* CH;0,”
HOCI,”"2 HN3,”® and HONO™ decomposition, and orders of
magnitude fluctuations were observed for the resonance state
rate constants in a small energy range.

Initiated by the unimolecular dynamics simulations of
Bunker”>7¢ for model triatomic molecules, computational
chemistry had an enormous impact on the development of
unimolecular rate theory. Properties of unimolecular reaction
dynamics investigated and characterized by computational
chemistry are listed in Table 1, and in the following sections,
relationships between unimolecular reactants’ Hamiltonians
and their dissociation probabilities'!2%57-73795 and classical
phase space structures®® 1% are discussed. Also considered
are effects of nonrandom excitation, 777798283 clagsical —quan-
tum correspondences,’® 102107114 gtate-specific unimolecular
rate constants,>!%!111157124 and non-IRC and non-RRKM post-
transition-state dynamics.’”*%!25713% Some of these calcula-
tions have been inductive and explanatory, in that potential
energy functions have been used which do not represent a
specific molecule or molecules but instead describe general
properties of broad classes of molecules. Such calculations
have provided the fundamental information needed for
developing an accurate unimolecular rate theory. Other
calculations have utilized accurate potential energy surfaces
with a goal of attaining quantitative comparisons with
experiment and obtaining atomic-level understandings of the
experimental observations. In the following sections, impor-
tant theoretical and computational contributions to our
understanding of unimolecular reaction dynamics are de-
scribed. The article concludes with some ideas concerning
advances in computational studies and how they may assist
in addressing unresolved issues in unimolecular reaction
dynamics.

II. Classical Dynamics of Unimolecular Decomposition

A. RRKM Rate Constant and Intrinsic RRKM and Non-
RRKM and Apparent Non-RRKM Behaviors. The RRKM
expression for the unimolecular rate constant k(E.,J) is derived
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Computation

Using a PES for the energized
molecule, its intramolecular
dynamics and decomposition
probability may be determined versus
time as a function of the initially
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Figure 1. Interplay of theory, experiment, and computation for studies of unimolecular reaction dynamics.

TABLE 1: Role of Computational Chemistry in the
Development of Unimolecular Rate Theory

property of unimolecular dynamics references

relationship between a unimolecular reactant’s
Hamiltonian (i.e., potential energy surface
and atomic masses) and its dissociation
probability (i.e., lifetime distribution);
intrinsic RRKM and non-RRKM dynamics.

effect of nonrandom excitation and an initial
nonmicrocanonical ensemble of states;
apparent non-RRKM dynamics

relationships between unimolecular dynamics 96—106
and classical phase space structures

classical—quantum correspondences 98, 102, 107—114

relationship between a unimolecular reaction’s 10—13
Hamiltonian and the exit channel potential
energy release and product energy
partitioning.

fluctuations in the state-specific unimolecular
rate constants of resonances; mode-specific
and statistical state-specific dynamics

non-IRC and non-RRKM post-transition-state
dynamics

11, 26, 57, 75—95

11, 17,717, 79, 82, 83

2,19, 111, 115—124
57,90, 125—139

from classical mechanics.'>!® A dividing surface, a classical
mechanical construct, defines the transition state, which sepa-
rates the energized reactant A* and product regions of phase
space. If a microcanonical ensemble of states, that is, phase
space points, is assumed for A* and if it is further assumed
that trajectories crossing the dividing surface in the direct
A* — products do not recross, the rate constant is an average
of ¢10(q1 — g.), which is the average flux and magnitude of the
unidirectional flow of phase space points through the dividing
surface!40~142

Here, ¢, is the coordinate orthogonal to the dividing surface,
that is, the reaction coordinate, and ¢. is the value of ¢, on the
dividing surface.

Equation 3 may be rewritten in terms of phase space integrals
for A* and the dividing surface (TS) and expressed as'>!®

)= S J dpdqd(H — E)Yé(q, — q.)4 W
’ f f dpdqo(H — E)

For a reactant with s vibrational degrees of freedom, the
numerator in eq 3 divided by 4°"! is the TS’s sum of states

N*(E,J), and the denominator divided by A* is the reactant A*’s
density of states p(E,J), giving the traditional RRKM expression
for k(E,J), eq 1. The quantum RRKM expression for k(E,J) is
developed by replacing the classical N*(E,J) and p(E,J) by their
quantum counterparts.

The rapid IVR assumption of RRKM theory means that a
microcanonical ensemble of A* states is maintained as A*
decomposes so that, at any time 7, k(E,J) is given by

—dN(1)
dt

As k(E,J) does not depend on time, N(7) decays exponentially,
that is

=k(E, J)N(t) (5)

N(t) = N(0) exp[—k(E, ))t] (6)
The lifetime distribution, P(¢),’%' is defined as
—__1 dN®
P(1) N(O) dr @)
and according to RRKM theory is given by
P()=Kk(E, J) exp[—k(E, )] (8)

Since a microcanonical ensemble is maintained at all times, a
RRKM unimolecular system obeys the ergodic principle of
statistical mechanics. Regardless of the form of P(7), its intercept
is the rate constant for the initial microcanonical ensemble, that
is, —AN(t)/At = k(E,J)N(0), and is the RRKM constant.

In pioneering computations,”’® Bunker illustrated that chemi-
cal dynamics simulations may be used to determine the form
of P(t) for a molecule’s decomposition. A unimolecular reactant
whose lifetime distribution is in accord with eq 10 is identified
as intrinsically RRKM.”” Alg — Als + Al dissociation behaves
in this manner,?® and its P(¢) is shown in Figure 2. A finding of
Bunker, leading to extensive ensuing computations, is that not
all molecular Hamiltonians have lifetime distributions in accord
with eq 10. Model triatomic molecules with disparate force
constants and/or masses, giving rise to a hierarchy of low and
high vibrational frequencies have nonexponential P(7) with an
initial rate —d In P(¢)/dt larger than that of RRKM theory and
a long-time rate constant much smaller than the RRKM
k(E,J).”>’® A microcanonical ensemble of states is not main-
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Figure 2. Trajectory Alg — Als + Al lifetime distribution, following
microcanonical sampling. The histogram plot represents the number
of Al dissociations per time interval. The dashed line represents the
random lifetime distribution of eq 10. The energy is 40 kcal/mol, and
the angular momentum is zero. Adapted from ref 26.

tained during the molecule’s dissociation, and its unimolecular
rate constant is time-dependent. Only at ¢+ = 0, when a
microcanonical ensemble exists, does its rate constant equal the
RRKM k(E.J). Such unimolecular dynamics is identified as
intrinsic non-RRKM.”’ Thus, for intrinsic non-RRKM behavior,
a microcanonical ensemble is initially prepared, which uniformly
covers the energized molecule’s phase space. However, the
unimolecular reaction “empties” certain domains of phase space
faster than others, and intramolecular vibrational energy redis-
tribution (IVR) cannot refill the depleted domains fast enough
to maintain the microcanonical ensemble.

A nonexponential P(¢) for intrinsic non-RRKM dynamics may
be expressed as

P(r)= Z cie_k"’ 9

L

Thus, from eq 7
N()/N©O)= Z fe (10

and ¢; = fik;. In the absence of barrier recrossing, by definition,
the sum of ¢; in eq 9 equals k(E,J) since the initial decay is for
a microcanonical ensemble. One of the k; in eq 9 may
approximate the RRKM k(E,J). An initial rate constant —d
InP(r)/dt, larger than that of RRKM theory, suggests that the
molecule is behaving smaller than its actual size. The possibility
of such behavior was first proposed by Rice'** of RRKM theory.
A long-time rate, much smaller than the RRKM k(E,J), suggests
that decomposition of the long-time trajectories is not controlled
by the transition state but by a “bottleneck” for transfer of energy
into the coordinate(s) leading to decomposition.”® Bunker’s
finding of non-RRKM dynamics was consistent with and
followed earlier simulation by Fermi et al.'** of nonrandom
energy transfer in a linear chain. These unimolecular chemical
dynamics simulations were pioneering in that they documented,
by computational chemistry, that actual molecules may have
non-RRKM unimolecular dynamics. The concept of intramo-
lecular relaxation (i.e., IVR) and its role in ensuring RRKM
dynamics was advanced.

Apparent non-RRKM behavior arises from nonrandom
initial excitation, which forms an initial nonmicrocanonical
ensemble with certain regions of phase space “filled-in” with
higher probabilities than others.”” An intrinsic RRKM
molecule may be excited in this manner. As a result, the
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initial form of the lifetime distribution, including the
intercept, may not be the exponential assumed by RRKM
theory. Nevertheless, the RRKM assumption of rapid IVR
requires the distribution of states to become microcanonical
in a negligibly short time compared to the RRKM lifetime
1/k(E,J), resulting in a RRKM P(¢) following the initial non-
RRKM short-time component. The extent of this component,
and whether it enhances or suppresses initial reaction,
depends on properties of the excitation process and where
the energy is initially localized in the molecule. If the
molecule is also intrinsically non-RRKM, its P(¢) will be a
convolution of its apparent and intrinsic non-RRKM dynam-
ics. The pioneering chemical activation experiments of
Rabinovitch and co-workers*®>3 are classic examples of short-
time apparent non-RRKM behavior and longer-time RRKM
dynamics. A “well-behaved RRKM” molecule with fast IVR
will not exhibit intrinsic non-RRKM dynamics and only
apparent non-RRKM dynamics on a very short time scale.

B. Phase Space Structures. Trajectories for a microcanoni-
cal ensemble of states, selected for a unimolecular reactant, may
have different types of motion.>!% The assumption of RRKM
theory is that the internal motion of the energized molecule is
irregular (i.e., chaotic), giving rise to ergodic dynamics on the
time scale of the unimolecular reaction. Each of the molecule’s
phase space points has a random probability of reaching the
TS dividing surface, and a microcanonical ensemble is main-
tained during its dissociation. However, as discussed above, this
model is not correct for all unimolecular reactions, and it is of
interest to consider properties of molecular Hamiltonians which
give rise to nonergodic and intrinsic non-RRKM dynamics.

For very low energies, the molecule’s energy is given by the
separable normal-mode Hamiltonian

H=Y% H=" (P+10)/2 (1)

for which the energy is a sum of the energies in the individual
normal modes (Q;P;). Since each degree of freedom is
uncoupled and moves independent of the other modes, the
classical motion is regular, giving rise to quasiperiodic trajec-
tories with no energy transfer between the modes. The trajectory
moves in a restricted region of phase space which has the shape
of an n-dimensional torus.'®* This Hamiltonian is only rigorously
accurate for small displacements from equilibrium, and as energy
is increased, anharmonic and vibration/rotation couplings,
identified by H', become increasingly important and must be
added to the Hamiltonian.'> However, numerical simulations'?-1%+
have shown that the presence of this perturbation is not sufficient
for “destroying” the quasiperiodic motion and yielding ergodic
dynamics. Vibrational degrees of freedom will not freely
exchange energy as long as there are no resonance conditions
for energy transfer, for example, n;w, — n,w, = 0 for a two-
dimensional Hamiltonian. Such frequency matching known as
“internal” or “anharmonic” resonances'*!'% begins to destroy
some of the tori for the regular quasiperiodic motion as the
energy is increased, and the fraction of the trajectories in the
phase space with quasiperiodic motion, that is, f;,, becomes
smaller. At some energy, there are extensive overlapping
resonances, and the number of regular trajectories becomes
negligibly small, leading to ergodic dynamics. The role of these
resonances is explained by the Kolmogorov—Arnold—Moser
(KAM) theorem,'?? which states that if there are no resonances
among a set of oscillators, the addition of a perturbation that is
sufficiently small compared to the total energy does not make
the system ergodic. Oxtoby and Rice®® have shown that the
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intrinsic non-RRKM dynamics that Bunker found for model
triatomic Hamiltonians results from insufficient internal reso-
nances to yield ergodic dynamics.

A simplistic phase space structure with intrinsic non-RRKM
is one consisting of only regular and irregular trajectories, with
the latter exhibiting chaotic intramolecular dynamics so that a
microcanonical ensemble is maintained within the irregular
region of phase space.'! If a microcanonical ensemble is sampled
at t = 0 for the molecule’s phase space, the number of reactant
molecules versus time is

N(1) =Ny, (0) + N(0) exp(—key1) (12)

where k., is the rate constant for the irregular, chaotic region
and the rate constant is zero for the regular, quasiperiodic region.
Since the initial ensemble is microcanonical

—dN(1)
dr

evaluated at t = 0. Thus, ko, = krrim/fen, Where fo, = Nen(0)/
N(0) and is the chaotic fraction of phase space. The density of
states for the irregular, chaotic trajectories is fo,0(E), where p(E)
is the total density. The unimolecular lifetime distribution is

P(t) = kypm €Xp(—kgt) (14)

The intercept of P(f) is still the RRKM k(E,J), but the rate
constant in the exponential is larger, reflecting the smaller
volume of phase space in which the irregular trajectories move.

The above model does properly describe that, with nonergodic
dynamics, the lifetime distribution for an initial microcanonical
ensemble will have an initial component that decays faster than
the RRKM rate. However, it does not explain the often quite
complex nonexponential P(¢) found for intrinsic non-RRKM
molecules. The complexity of the molecule’s dynamics arises
from the nonergodic structure of the molecule’s multidimen-
sional phase space. For a period of time, trajectories in the
vicinity of regular trajectories retain some degree of regularity
in their motion and are said to move on “vague tori”.!® Thus,
they do not have the chaotic dynamics'® assumed by RRKM
theory. As a result, their lifetimes may be much longer than
expected by RRKM theory. The chaotic regions of phase space,
with irregular trajectories, are intermingled with the regions of
phase space with regular and “somewhat” regular trajectories
and are connected via an Arnold web!®1% of anharmonic
resonances. A classical microcanonical ensemble for an intrinsic
non-RRKM molecule consists of chaotic, “vague tori”’, and
quasiperiodic trajectories. Such a complex, nonergodic phase
space structure leads to a nonexponential P(¢).

C. Chemical Dynamics Simulations of Intrinsic and Ap-
parent Non-RRKM Dynamics. Extensive chemical dynamics
simulations were performed to study intrinsic and apparent non-
RRKM dynamics for H—C—C— H + C=C Hamiltonians,% 83120
which model H—C bond rupture for an alkyl radical to form an
alkene. Different model PESs were studied, and most exhibited
intrinsic non-RRKM dynamics. For the PES that most closely
resembles that for the ethyl radical (C,Hs), approximately 20%
of the phase space, for the average thermal energy of dissociating
molecules at 500—1000 K, consists of quasiperiodic trajecto-
ries.3! Regular and irregular trajectories for this PES are depicted
in Figure 3, where plots are given of the H—C versus C—C
bond lengths, H—C bond length versus H—C—C angle, and
C—C bond length versus H—C—C angle as a function of time.
The trajectories are excited above the unimolecular threshold
with the same total energy. The different motions for the
trajectories are a reflection of where they are initiated in

= krrrmV(0) = kN, ch(0) (13)
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H—C—C’s phase space. The regular trajectories are excited with
a large fraction of the energy in the C—C bond. On the other
hand, energy is more equally distributed between the H—C and
C—C stretch and H—C—C bend degrees of freedom for the
irregular trajectories. The regular trajectories exhibit quasiperi-
odic motion and are trapped in the H—C—C phase space for
the 107'° sec integration time of the classical trajectories. They
may never dissociate and are classical analogues of resonance
states exhibiting mode specificity.!!!"114

The above H-C—C — H + C=C PES has been used in a
chemical dynamics simulation to study the unimolecular de-
composition of H—C—C* formed by H + C=C association.®?
The number of the H—C—C#* species surviving versus time,
N(1), is highly nonexponential, and a sum of three exponentials

3

N@)/N©) ="y f;exp(—kz) (15)
=1
gives an excellent fit to the trajectory result. The fitted
parameters are f; = 0.689, f;, = 0.248, and f; = 0.063, k; =
553 x 10257k, =6.06 x 10" s7! and k3 = 1.1 x 10 s,
The short- and long-time rate constants, k; and ks, differ by a
factor of 50. The RRKM rate constant is 1.0 x 10'% s7!,

This N(¢) displays both apparent and intrinsic non-RRKM
dynamics. At short lifetimes, the trajectory dissociation rate
constant is larger than the RRKM value, consistent with the
nonrandom nature of the excitation step, which preferentially
samples regions of the H—C—C* phase space that are strongly
coupled to the dissociation path. The rate constant for the long-
time exponential tail of the trajectory N(#) is an order of
magnitude smaller than the RRKM value, and this has been
attributed to trajectories moving on vague tori.'” Regular
quasiperiodic H—C—C* trajectories, present in the phase
space,’! cannot dissociate and are not coupled to the H + C=C
products. Thus, they cannot be formed by H + C=C association.
Though there are major differences between the trajectory and
RRKM N(7), within the statistical uncertainty, the trajectory
average lifetime of 1.1 x 107!2 s is identical to the microca-
nonical value of 1.0 x 107!2 s, a rather surprising result
discussed in the next section.

Trajectory calculations have also been used to study the
unimolecular dynamics of ethyl radical dissociation,'"$+85 that
is, C;Hs — H + C,Hy, using an analytic PES fit to ab initio
calculations.!® In contrast to the above results for the model
alkyl radical H—C—C, when C,H; is excited with a microca-
nonical ensemble of states, it dissociates with an initial P(r)
consistent with RRKM theory and intrinsic RRKM dynamics.
However, apparent non-RRKM behavior is present in a trajec-
tory simulation of C,Hs nonrandomly excited by H + C,H,
association.!! As shown in Figure 4, this leads to an initial
dissociation rate that is faster than that of RRKM theory. This
apparent non-RRKM component lasts for about 0.25 ps, and
then, the rate constant (i.e., the slope of log N versus ¢) attains
the RRKM value of 7 x 100 s71,

More recent direct dynamics classical trajectory simulations
of the intramolecular and unimolecular dynamics of C,Hs
suggest that a fraction of the C,Hs phase space consists of vague
tori and quasiperiodic trajectories.'*!47 For a 5 eV excitation
energy, it is found that ~78% of a microcanonical ensemble of
trajectories dissociates to H + C,H, with a single exponential
and a rate constant consistent with RRKM theory.'* However,
the remaining long-lived trajectories have motions consistent
with vague tori and quasiperiodicity and a low degree of
ergodicity.!*” These dynamics indicate that C,Hs dissociation
is intrinsically non-RRKM. It is suggested'*® that these long-
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Figure 3. Regular and irregular trajectories for the model H—C—C — H + C=C reaction. Adapted from ref 81.

lived trajectories are prepared when C,Hs is photoexcited!#$:14°
and explain observed dissociation lifetimes which are several
orders of magnitude longer than those expected from RRKM
theory. These direct dynamics results are not inconsistent with
the RRKM dynamics found in the above study using an analytic
PES since it did not investigate long-lived trajectories.?* It is
also found!* that the importance of vague tori and quasiperiodic
trajectories in the C;Hs phase space depends strongly on the
electronic structure method used for the direct dynamics, and
some electronics structure theories may yield intrinsically non-
RRKM dynamics. Though the thermal kinetics of C,Hs dis-

sociation, including H, D isotopic substitution, appear to be well-
described by RRKM theory,!** as shown in the next section,
thermal and collision-averaged rate constants are not particularly
sensitive to intrinsic non-RRKM dynamics, and a that small
fraction of the C,Hs phase space consists of vague tori and
quasiperiodic trajectories may not be inconsistent with RRKM
thermal Kkinetics.

D. Non-RRKM Dynamics and Unimolecular Rate Con-
stants Versus Energy, Temperature, and Pressure. 1. Rate
Constant k(E). The phenomenological collision-averaged chemi-
cal activation rate constant is defined as''!
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Figure 4. Classical trajectory lifetime distribution for decomposition
of C,Hs, formed by H 4+ C,H, association. Calculation of a H + C,H,4
relative translational energy of 30 kcal/mol. Association deposits both
this energy and the 40 kcal/mol reaction exothermicity nonrandomly
into C,Hs, preferentially exciting the formed C—H bond. Adapted from
ref 11.

k(w, E)=wD/S (16)

where w is the collision frequency per molecule, D is the
probability of forming decomposition products, and S is the
probability of forming a collisionally stabilized reactant. A
convenient way to represent D and S is to consider the lifetime
distribution P(£)"%!52 in eq 7. In the simplest analysis, one
assumes that collisions between bath molecules and the ener-
gized reactant are uncorrelated and that each collision results
in stabilization. (One can modify the latter assumption for the
case of “weak” collisions.'”>~!>*) The probability that the reactant
avoids a collision for time 7 is W(¢)'*

W(t) = exp(—wt) (17)

Since P(#)dt is the probability that a reactant molecule dissociates
in the time interval + — ¢ + dt, the total probability of
dissociation is

D= [ W(HPr)dt (18)
The probability of stabilization S equals 1 — D, that is

S=1— [ WPt (19)

Inserting the above expressions for D and S into eq 16 yields
the unimolecular rate constant k(w,E) as a function of w, that
is, pressure.

Of particular interest are the low-pressure (w — 0) and high-
pressure (w — ) limits of the unimolecular rate constants.'>
The expression for & in the low-pressure limit is

k(0. E)=N(0)/ [ N(t)dt (20)
For the high-pressure limit, one obtains

k(eo, E) = P(0) ey

It is seen that k(o E) is equal to the lifetime distribution P(t)
evaluated in the limit # — 0. In contrast, eq 20 does not provide
direct information about P(f) at t — o and the low-pressure
limit. For intrinsic non-RRKM dynamics and the multiexpo-
nential N(7) in eq 10
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Figure 5. Plot of the chemical activation rate constant k(w,E) versus
w (i.e., pressure) for excited model H—C—C¥* radicals formed by H +
C=C association. The population of these radicals versus time is given
by eq 15. Adapted from ref 83.

kKO,E)=(Y fi/k)"" (22)

A feature of eq 20 is that it does not require an exponential
N(E,t) for k(0,E) to approximately equal the RRKM unimo-
lecular rate constant kgriy. For the exponential decomposition
of RRKM theory, eqs 6 and 7, k(w,E) is independent of w, and
both k(e,E) and k(0,E) equal krrim-

A plot of k(w,E) versus w is given in Figure 5 for the
dissociation of the model H—C—C* radicals described above,3’
whose population versus time is given by eq 15. The rate
constant is pressure-dependent, as expected by the nonexpo-
nential P(¢). However, since k(w,E) is a convolution of W(r)
and P(?), the form of P(¢) is not apparent in the plot of k(w,E)
versus w. For example, there is no indication in the k(w,E)
versus @ plot of the extremely long-lived trajectories which
make up the tail of the lifetime distribution. The limiting high-
and low-pressure values of k(w,E) are k(c0,E) = 3.97 x 10!
s~!and k(0,E) = 9.05 x 10! s~!. The low-pressure rate constant
is nearly identical to the RRKM rate constant of 1.0 x 10'?
g1 8082

The significance of the finding that k(0,E), for chemically
activated H—C—C* dissociation, approximates krrxy Was
investigated by considering a model in which the intramolecular
phase space of the reacting molecule is treated as containing
two or three regions, each with its own kinetic behavior, that
is, two- and three-state models.'> For the two-state model, the
activation, intramolecular relaxation, and unimolecular dissocia-
tion are represented as

initiation — N, (23a)
k2
N, =N, (23b)
k3
kl
N, — products (23¢)

where k, and k; are intramolecular energy-transfer rate constants.
For the three-state model, the step

k4
N, =N, (24)

ks
is added to the above scheme. With appropriate parameters, the
three-state model provides an excellent fit to the trajectory N(¢).
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Figure 6. Possible absorption spectrum for a molecule which dissoci-
ates via isolated compound-state resonances. E, is the unimolecular
threshold.

For the two- and three-state models, k(co,E) equals k;, as
expected since this is the region of the phase space initially
excited. For both models, an analytic expression for k(0,E) is
obtained and found to be identical to kggrxym for a microcanonical
population of the Ny, N,, and N5 regions of phase space. This is
a rather profound finding and is expected to exist for analogous
n-state models. However, this has not been shown analytically.

2. Rate Constant k,,(»,T). The monoenergetic unimolecular
rate constant ky,(w,E) in the Lindemann—Hinshelwood mech-
anism for thermal unimolecular decomposition is related to the
above k(a),E) by76,116,140,156

wk(w, E)
kw,E)+w
If the energy E is assumed to be continuous, one obtains
kuni(w,T) by Boltzmann weighting the k,q(w,E) in eq 25; that is

kyi(w, E)= (25)

156,157

k(w, E)p(E) exp(—E/kgT)
kKw,E)+ o

where Q is the partition function for the reactant molecule’s
internal degrees of freedom. This expression is a further
extension of the standard thermal Lindemann—Hinshelwood
unimolecular rate constant'>>~'>* for it incorporates the standard
RRKM model in which k(w,E) equals the RRKM rate constant
k(E) as well as eqs 16—19 for a nonexponential lifetime
distribution P(f) and non-RRKM Kkinetics.

kuni(a)’ T) = g'/(;m dE (26)

III. Quantum Dynamics of Unimolecular Decomposition

A. Resonance States: State-Specific Decomposition.
1. Mode Specificity. The above theoretical and computational
models, including RRKM theory, describe unimolecular
decomposition within the domain of classical mechanics. The
quantum RRKM expression results from replacing the
classical N*(E,J) and p(E.,J) by their quantum counterparts.
Thus, it is of interest to consider the actual quantum dynamics
of unimolecular decomposition. At the unimolecular threshold
of moderate to large size molecules, there are many vibrational/
rotational states within the experimental energy resolution
dE, and accurate quantum calculations of unimolecular
decomposition have not been performed for these molecules
since there are uncertainties in defining the initial wave
function W(0) and difficulties in propagating it for a moderate
size molecule with a larger density of states. Instead quantum
calculations have addressed small molecules and larger
molecules at lower levels of excitation, which decompose
via isolated compound-state (i.e., Feshbach) resonances. As
shown in Figure 6, these resonances may be viewed as the
extension of bound states into the dissociative continuum,?
and since they are spectrally isolated, they have individual
state-specific rate constants. The lifetime for the resonance
is
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t,=1/k,=h/T, @27)

where k, is the resonance’s unimolecular rate constant and I',,
the full-width at half-maximum of its Lorentzian-broadened
absorption line shape. Thus, k,, the primary variable, defines
the resonance’s lifetime.

There are extensive fluctuations in state-specific rate
constants for resonances within a narrow energy interval.®6~7+
However, this does not necessarily imply mode-specific
unimolecular decomposition.!'!'®® What is required for mode-
specific unimolecular decomposition is a distinguishable and,
thus, assignable pattern (or patterns) in the positions of
resonance states in the spectrum. Identifying such patterns
in a spectrum allows one to determine which modes in the
molecule are excited for the resonance state. It is, thus,
possible to interpret particularly large or small state-specific
rate constants in terms of mode-specific excitations. There-
fore, mode specificity means that there are exceptionally large
or small state-specific rate constants depending on which
modes are excited and that the energies, for the resonance
states yielding mode-specific behavior, can be predicted by
finding patterns in the positions of these resonance states in
the spectrum. Examples of mode-specific decomposition are
found for the model H—C—C Hamiltonian,''""'* HCO,'!7-118
and HOCI,'?>!?* for which resonance states with 0 or 1 quanta
in the H—C stretch motion have particularly long lifetimes.
Near the threshold E,, the unimolecular resonance rate
constants for HOCI vary by 7 orders of magnitude!

The ability to assign a group of resonance states, as required
for mode-specific decomposition, implies that the complete
Hamiltonian for these states is well-approximated by a zero-
order Hamiltonian with eigenfunctions ¢;(m).”® The ¢; are
product functions of a zero-order orthogonal basis for the
reactant molecule or, more precisely, product functions in a
natural basis representation of the molecular states,'>® and the
quantity m represents the quantum numbers defining ¢;. The
wave functions 1,, for the compound-state resonances before
they begin to leak toward products, are approximately given
by

V=) Cupim) (28)
l

Resonance states in the spectra, which are assignable in terms
of the zero-order basis, will have a predominant expansion
coefficient ¢,. Hose and Taylor®® have argued that for an
assignable level, ¢2; > 0.5. Generally more than one zero-order
Hamiltonian may be necessary to assign resonance states for
different regions of the spectrum.

2. Statistical State Specificity. In contrast to resonance states
which may be assigned quantum numbers and exhibit mode-
specific decomposition, there are states which are intrinsically
unassignable. Because of extensive couplings, a zero-order
Hamiltonian and its basis set cannot be found to represent wave
functions 1, for these states. The spectrum for these states is
irregular without patterns, and fluctuations in the k, are related
to the manner in which the 1, are randomly distributed in
coordinate space. If all of the resonance states which form a
microcanonical ensemble have random v, and are thus intrinsi-
cally unassignable, a situation arises which is called statistical
state-specific behavior. !

Since the wave function coefficients of the 1, are Gaussian
random variables when projected onto ¢; basis functions for
any zero-order representation,'® the distribution of the state-
specific rate constants k, will be as statistical as possible. If the
k, within the energy interval £ — E + dE form a continuous
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distribution, it is suggested'*!% that the probability of a
particular k is given by the Porter—Thomas distribution'¢!162

Plo=" (ﬂc)«vzm exp(—vk/2k) 29

2k\2k (1/2v)
where k is the average state-specific unimolecular rate constant
within the energy interval £ — E + dE

k= [\ kP(k)d(k) (30)

and v is the “effective number of decay channels”. For v > 2,
there is a maximum in P(k) located at'*®

v—2-

kmax = 2 k (3 1)

Increasing the effective number of decay channels v reduces
the variance of the distribution P(k), which for v > 2 may be
studied by considering the second moment!!®

D0k = K K0 = [ 0= Ky K PRI
_2w+1) (32)
(v =2y
As v becomes large, this moment approaches zero.

The connection between the Porter—Thomas P(k) distribution
and RRKM theory is made through the parameters k and v.
The relationship between the average of the statistical state-
specific rate constants k and the RRKM rate constant has been
studied analytically!''> by considering a separable Hamiltonian,
whose decomposition path is semiclassical tunneling through a
potential energy barrier. The average of the state-specific rate
constants for a microcanonical ensemble, k, is the same as that
of the RRKM rate constant. However, this is not a general result
and only pertains to state-specific decomposition by tunneling
through a barrier, which defines the dividing surface needed to
derive RRKM theory from classical (not quantum) mechanical
principles. More general comparisons between the average state-
specific rate constant k and the RRKM k(E) have come from
studies of the H,CO — H, + CO,**13 HO, — H + 0,7
and NO, — O + NO® dissociations, which are statistical state-
specific. The k, for HO, dissociation are shown in Figure 7.
For each of these three dissociations, the RRKM k(E) and k,
the average of the k, for the small-energy interval AE, are in
good agreement. This is shown in Figure 7 for HO,. Similarly,
the fluctuations in the k,, are well-represented by the Porter—Thomas
distribution.

The parameter v in eq 29 has also been related to RRKM
theory. For decomposition by quantum mechanical tunneling,

and tunneling probabilities much less than 1, one obtains'>*164
IN-7
v= !‘l coth(wl/w,) (33)

where wj are the 3N — 7 frequencies for the modes orthogonal
to the tunneling coordinate and wy, is the barrier frequency. The
interesting aspect of eq 33 is that it shows v to be energy-
independent in the tunneling region. On the other hand, for
energies significantly above the barrier!'>%!64

v=N'E) (34)

where N*(E) is the sum of states for the transition state. In this
region, v rapidly increases with an increase in energy, and the
P(k) distribution becomes more narrowly peaked.

A microcanonical ensemble of isolated resonances decays
according to
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Figure 7. Comparison of the HO, — H + O, unimolecular dissociation
rates as obtained from quantum mechanical resonances (kqm, Open
circles) and from variational transition-state RRKM theory (krrkm, step
function). Ey, is the threshold energy for dissociation. Also shown is
the quantum mechanical average rate within an energy interval AE(kyp,
solid line) as well as the experimental prediction for J = 0 derived
from a simplified SACM analysis of high-pressure unimolecular rate
constants (dashed line). Adapted from ref 117 .

N, E)= exp(—k) (35)
which can be written as

Nt E)=N, [, exp(—k,nP(k)d(k) (36)

if the state-specific rate constants are assumed continuous, with
Ny as the total number of molecules in the ensemble. For the
Porter—Thomas P(k) distribution, N(¢,E) becomes, !>

N(t,E)/Ny= (1 + 2kt/v) " (37)

In the limit ¥ — oo, the right-hand side of eq 37 becomes the
exponential exp(—kr), as predicted by RRKM theory.

B. State Specificity and Collision-Averaged Unimolecular
Rate Constants. Effects of nonexponential and non-RRKM
unimolecular decomposition on the collision-averaged rate
constants k(w,E) and kyy(w,T) were discussed in section II.D.
Here, we discuss how nonexponential decomposition, arising
from state specificity, affects these rate constants. If the
dissociation occurs via N isolated resonance states in the energy
interval E — E + AE, k(w,E) is pressure-dependent and may
be written as'!®!6

k(w,E)=N0/{z I/(k,*w)} —w (38)

with the high- and low-pressure limits of
k(eo, E) = [&,0] (39)
k(0, Ey=0/k, 7" (40)

Resonance states with small rate constants contribute more to
k(w,E) as the pressure is lowered, so that k(w,E) decreases with
a decrease in pressure. Equations 38—40 are for a specific
application of eqgs. 16, 21, and 22 and for the case that the
nonexponential N(¢) in eq 15 is a sum of exponentials for the
individual resonances.

Using eq 25, the monoenergetic unimolecular rate constant
kuni(w,E) in the Lindemann—Hinshelwood mechanism for
thermal unimolecular decomposition becomes''®
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—_w
kuni(w,E)—NOZ Cto 1)

where the summation is over the N, resonance states within
E — E + AE. The high- and low-pressure limits of ky(w,E)
are [k,Jand w, respectively. By summing over all of the
resonance states, with the appropriate Boltzmann weighting, the
following expression for the thermal Lindemann—Hinshelwood
unimolecular rate constant is obtained

k, exp(—E,/kyT)

k,+w (42)

w
kuni(w’ T) = 62

For w between the high- and low-pressure limits, state
specificity makes the pressure-dependent rates significantly
lower than the RRKM rates.'®> This is observed in calculations
of kuyi(w,T) for the state-specific decomposition of HO,'%%® and
HOCL.!%% Hippler and co-workers!'%® measured kyy(w,T) for
HCO — H + CO dissociation and found that only the isolated
resonance model of eq 42, based on the quantum dynamics
lifetimes, adequately described the observed 7 and P depend-
encies of the reaction rates.

If the dissociation of the resonance states is statistical state-
specific and the distribution of resonance rates are that of
Porter—Thomas and eq 29, simple expressions are obtained for
k(w,E) in the @ — o and w — 0 limits."*® For the @ — o limit,
k(w,E) is independent of v and equals k. At the @ — 0 limit,
k(w,E) depends upon the value of v. It equals O for a v of 1 and
2 and equals [(v — 2)/v]k for v > 2 and finite. The latter value
is the same as the value of k for the maximum in P(k) when v
> 2 and finite, that is, eq 31. The state-specific rate constants
of H,CO — H, + CO dissociation are well-described by the
Porter—Thomas distribution with v = 4. For this case, k(w,E)
only decreases by a factor 2 in going from the high- to low-
pressure limit. The pressure dependence of k(w,E) becomes
negligible as v becomes very large. For the Porter—Thomas
distribution, P(k), kuyi(w,E) in eq 41 becomes

k(0. B) = [ %P(k)dk (43)

Averaging over E gives the Lindemann—Hinshelwood thermal
unimolecular rate constant''®

k(0. T)= é S5 p(Ek (. E) exp(—E/kgT)E (44)

Equation 44 has been used to calculate k,,(w,T) for the statistical
state-specific dissociation of HO,.!%® Equation 44 is fundamen-
tally the same as eqs 25 and 26. The rate constant ky,(w,E) in
eq 25 is defined for the nonexponential N(f) in eq 15. In eq 44,
kuni(w,E) pertains to the nonexponential N(7) in eq 35 for the
microcanonical ensemble of resonance states. Bimolecular
association reactions are related to unimolecular dissociations,'!
and the role of resonances in bimolecular associations has been
treated theoretically.'®’

IV. Accurate RRKM Rate Constants

A. “Steps” in k(E). The quantity N*(E) in the quantum
RRKM k(E) expression increases incrementally as E is in-
creased. The minimum rate constant is at the threshold E, where
N¥E,) = 1, that is, k(E,) = 1/hp(E). A stepwise increase is
then predicted for k(E) as additional states become available at
the TS with an increase in E. The largest “step” is the first one
for an increase in N*(E) from 1 to 2. As illustrated by the
harmonic model for the TS’s vibrational energy levels, the
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energy intervals, at which successive steps occur, are determined
by the TS’s vibrational frequencies, that is

3N-T

EmY)= % (0 + 1/ (45)
i=1

Thus, it would be possible to determine properties of the TS
by experimental measurements of such steps, if they exist and
are indeed described by quantum RRKM theory.

Though such steps have been suggested from experimental
studies of ketene,'®® NO,,'®” and acetaldehyde dissociation,'”
detailed analyses of the experiments suggest that the apparent
steps in k(E) do not arise from quantized transition-state energy
levels.!”'~173 Transition-state models used to interpret the steps
are inconsistent with high-level ab intio calculations. These
analyses have been reviewed by Grebenshchikov et al.> and
summarized by Hase and Schinke,'” who pointed out that the
existence of steps is also inconsistent with the quantum
dynamical calculations of unimolecular dissociation discussed
in section IIl. As stated by Grebenshchikov et al., “In all
quantum mechanical calculation which have been performed
as well as in the few state-resolved experiments (D,CO, CH;0,
HCO, and DCO) of unimolecular decomposition the resonance
decay rates are found to fluctuate over several orders of
magnitude. These fluctuations are especially pronounced and
the distribution of rates is the widest near the dissociation
threshold—exactly where the ‘step’ in the RRKM rate is
expected to be the largest. The increase of the RRKM (i.e.
average) rate by a factor of 2 is much smaller than the breadth
of the distribution of rates—even if the narrowest resonances
are not taken into account. Thus, the variation of the quantum
mechanical rates in a small energy interval exceeds greatly the
energy variation of k(E) as predicted by RRKM theory at a
‘step’. Moreover, an increase in E so that N*(E) increases by 1
has little effect on the quantum distribution of the resonance
rates—even at threshold.” The latter is obvious in Figure 7,
where the statistical state-specific resonance rate constants for
HO, — H + O, dissociation are depicted.

RRKM theory has its roots in classical mechanics, and the
classical RRKM k(E) is continuous without steps. Steps are
introduced by the ad hoc introduction of the quantum N¥(E),
which is quantized. Grebenshchikov et al. have also shown that
“the existence of steps can be questioned by reviewing the main
assumptions made in RRKM theory. First, the ad hoc replace-
ment of the classical N*(E) by its quantum analogue neglects
the state-specific nature of the coupling of the resonance states
to the continuum. Second, the energy levels at the TS are defined
in the adiabatic approximation, in which the ‘slow’ dissociation
mode is decoupled from the ‘fast’ vibrational modes. In a more
accurate description, non-adiabatic matrix elements, which
couple the different adiabatic channels, have to be taken into
account. They are usually not small at the TS where the potential
‘perpendicular’ to the reaction path and likewise the adiabatic
vibrational wave functions change considerably as the reaction
coordinate varies. Inclusion of non-adiabatic coupling would
tend to smear out the ‘steps’. Third, tunneling through the one-
dimensional adiabatic potential energy curves also tends to
round-off the step-like structures predicted by the RRKM
expression as was convincingly demonstrated by model calcula-
tions for ketene by Gezelter and Miller.”'’”>? RRKM theory
requires ergodic dynamics for the reactant, with mixed unas-
signable states. If the TS has energy levels with well-defined
quantum numbers, there is an extraordinary change in the
dynamics in approaching the TS. Some special unimolecular
reactions, which are highly vibrationally adiabatic, may have
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steps. The importance of such vibrational adiabaticity has been
discussed by Marcus.'7*

B. The K Quantum Number: Adiabatic or Active. There
remains considerable uncertainty in how angular momentum
should be treated in RRKM calculations.**!'”~ 18! Though the
quantum number J is a constant of the motion, the proper
treatment of the K quantum number, the projection of J onto
the molecular symmetry axis, is less certain. Coriolis coupling
can mix the 2J + 1 K levels for a particular J and destroy K as
a good quantum number. For this situation, K is considered as
an active degree of freedom. On the other hand, if the Coriolis
coupling is weak, the K quantum number may retain its integrity,
and the unimolecular rate constant will depend on K as well as
E and J. For this case, K is an adiabatic degree of freedom.

It is straightforward to introduce active and adiabatic treat-
ments of K into the widely used RRKM model,!? which
represents vibrational and rotational degrees of freedom as
harmonic oscillators and rigid rotors, respectively.’!” If K is
adiabatic, a molecule containing total vibrational—rotational
energy E and that is in a particular J, K level has a vibrational
density of states of p[E — E«(J,K)], where E.(J,K) is the
rotational energy. Similarly, the transition state’s sum of states
for the same E, J, and K is N°[E — E, — E¥(J,K)], where E, is
the unimolecular threshold. The RRKM rate constant for the K
adiabatic model is

N'[E—-E,~ E,(J,K)]
holE = E(J, K)]

For a microcanonical ensemble of states, the probability of K,
P(K), is proportional to the reactant molecule’s vibrational
density of states and is given by

k(E,J,K)= (46)

plE—E(J,K)]
P(K)=— @7)
> plE—E(J,K)]
K==J

The microcanonical k(E,J) for the K adiabatic model is then

J
KE.J)= Y P(KKE,J.K) (48)

K=—-J

J
> NIE-E,~E(.K)]
K==J

KE,J)= S (49)
hy plE=EW.K)]

K=—J

For the K active model, mixing of the 2J + 1 K levels results
in the following density and sum of states

J
pE D= plE=E( K] (50)
K==J
J
N{E, )= ) NI[E-E,~E(,K)] €))
K==J

The RRKM rate constant for the K active model is obtained by
inserting these expressions into eq 1 and is the same as k(E.,J)
above for the K adiabatic model. Thus, for a microcanonical
ensemble of states, the K adiabatic and K active models give
the same k(E,J). However, the two models do give different
rate constants for nonmicrocanonical ensembles of states or if
the variational criterion is important for choosing the TS
structure.'” For these models, the treatment of K is the same
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for the molecule and transition state. In addition, mixed mode
models for K may be formulated, in which K is treated
differently in the molecule and transition state,* to give a total
of four models for treating the K quantum number.

As expected, the sensitivity of k(E,J,K) to K tends to depend
on the transition state’s sum of states instead of the reactant’s
density of states since the rotational energy is a larger fraction
of the transition state’s total energy.176 There are some J,K levels
for which Ei(J,K) is greater than E — E,, and thus, the
unimolecular dissociation channel is closed. However, the K
dependence of k(E,J,K) is also affected by the relationship
between the reactant and TS moments of inertia, and it is
expected that for many reactions, an interpretation of the K
dependence of k(E,J,K) will require an understanding of how
both N¥(E,J,K) and p(E,J,K) vary with K.

Differences in the above K adiabatic and active models become
apparent when considering the decomposition of an initial micro-
canonical ensemble of states N(0).'” For the K active model, N(f)
will decay exponentially as N(f) = N(0) exp[—k(E.J.K)t]. In
contrast, for the K adiabatic model, the decay is nonexponential
and N(f) = N(0) Y k=—; P(K) exp(—k(E,J,K)?), with the K states with
the smallest rate constants preferentially remaining at long time.
Detailed analyses of N(¢) for the K adiabatic model indicate that
striking nonexponential characteristics of N(¢) are only evident in
its long-time tail, and evidence for a nonexponential N(7) will be
difficult to detect in experimental measurements of the collision-
averaged rate constant k(w,E) versus pressure, that is w.

If the variational criterion is important for choosing the TS,
the K adiabatic and active models will not give the same k(E,J)
and high-pressure-limiting rate constant kyy(w,T).>'”> The K
adiabatic model will have a different TS structure for each E,
J, K ensemble and, thus, lower values for these rate constants.
A similar relationship is found between PST rate constants
calculated versus E, J, and [ (/ is the orbital angular momentum)
and flexible variational RRKM rate constants versus E and J
for an isotropic intermolecular potential between the product
fragments.'8?

Whether the K adiabatic or active model is used affects the
calculation of the Lindemann—Hinshelwood thermal unimo-
lecular rate constant ky,(w,T) in the @ — o high-pressure limit,
if the variational criterion is important (as discussed above).316°
The treatment of K also affects the shape of the falloff curve
and is most pronounced at the @ — 0 low-pressure limit.>*16°
At low pressure, k(w,T) is proportional to the effective
collision frequency multiplied by the density of molecular states
which can undergo unimolecular reaction. With K adiabatic,
there are molecular states for which E¥(J,K) is greater than E
— E,, and there are no available states at the transition state
through which reaction can occur. As a result, the K adiabatic
model has a smaller density of reactive molecular states, and it
requires a larger effective collision frequency to fit experimental
measurements of ky,(w,T) at low pressure. This effect is seen
in calculations of kyy(w,T) for C,H,C1* and HO,'% dissociation.
These calculations illustrate the interplay between parameters
of RRKM models in fitting rate constants and point out that,
until the proper model of K is determined, it will not be possible
to deduce physically meaningful collision efficiencies from
thermal unimolecular rate constants.

C. Anharmonicity. A lingering and somewhat troubling
issue in RRKM calculations is the inability to accurately
represent anharmonic effects in calculating the TS’s sum of
states N*(E,J) and the reactant’s density of states p(E,J).!>26:183
These anharmonic corrections are so often assumed to be
negligible that the use of harmonic frequencies in calculating
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Figure 8. A model reaction coordinate potential energy curve for a
fluxional molecule. Adapted from ref 26 .

N*(E,J) and p(E,J) has, in many regards, incorrectly become
known as RRKM theory. In reality, it is not clear that
anharmonic corrections are negligible. If the anharmonic correct
RRKM rate constant is k,,n(E,J) and the harmonic approximation
is ky(E,J), of interest is the size of f,,n(E,J), that is?®!83

kanh(E’ J) :f;mh(E’ J)kh(E’ J) (52)

For energies near and slightly above the unimolecular
threshold, the anharmonic correction for p(E,J) is expected to
be significantly more important than that for N*(E,J), and a good
approximation to fu,n(E,J) is then p,un(E.J)/pn(E,J). The ratio
Pann(E)/ pn(E) has been measured for formaldehyde at 80 kcal/
mol® and acetylene at 77 kcal/mol'® and found to be 11 and
6, respectively. Quantum calculations for HCN at the H—C
dissociation threshold of 124 kcal/mol give a factor of 8 for
this ratio.'®> For the model molecule H—=C—C, puun(E)/pn(E)
determined from classical statistical mechanics is 2.95 at the
dissociation energy of 90.0 kcal/mol.' There are two contribu-
tors to this factor, that is, 1.63 for the Morse stretch anharmo-
nicity and 1.81 for bend—stretch coupling. For the three
intermolecular modes of the C1™ ++*CH;Cl complex, p,un(E)/pn(E)
increases from 4 to 8 as the complex’s excess energy is increased
from 0.5 to 3.0 kcal/mol."” It is obvious that these corrections
are not small, and attempts have been made to represent them
by analytic functions to provide approximations for fy;(E,J). 83188
Anharmonic corrections have also been approximated by
representing each of a molecule’s vibrational modes as a Morse
oscillator.'®

As illustrated in Figure 8, anharmonic corrections are
expected to be very important for highly fluxional molecules,
such as clusters and macromolecules, with multiple potential
energy minima.?® If these minima and their conformers are
sampled randomly, within the time scale of the unimolecular
reaction, they are all expected to contribute to the dissociating
molecule’s density of states. Classical statistical mechanics has
been used to calculate anharmonic densities of states for the
Al, clusters.?® At energies equal to the Al — Als + Al and
Al;; — Al + Al dissociation thresholds, the anharmonic
density was found to be 56 and 4600 times larger than the
harmonic density for Alg and Al,s, respectively. These calcula-
tions illustrate the critical importance of including anharmonic
corrections to calculate accurate RRKM rate constants for
fluxional molecules.

A classical mechanical value for f,,,(E,J) may be obtained
by comparing k,,n(E,J) determined from a chemical dynamics
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simulations (i.e., the intercept of P(f) for a microcanonical
ensemble of initial states, as discussed in section II.A) with the
approximate ku(E,J). This comparison gives f,.n(E) values of
0.42190 and 0.2085 for CH4 —H+ CH3 and C2H5 —H + C2H4
dissociation at 132 and 100 kcal/mol, respectively. Molozonide
is formed by O3 + propene association. A direct dynamics
simulation of this process at 300 K, and the ensuing dissociation
of molozonide, gives fyn(E) ~ 0.4 for molozonide dissocia-
tion.'® For large molecules with s vibrational degrees of freedom
and an energy E substantially larger than the unimolecular
threshold, the classical harmonic TST rate constant ky(7) is
equivalent to the classical harmonic RRKM rate constant kp(E),
where E = [E0= skgT = (s — D)kgT."°' Thus, both of these
rate constants have the same anharmonic correction factor, and
one has

kanh(E) = Koy (1) = fonn(EYk(E) = fonn(Dky(T) - (53)

A value for k,n(E) may be determined from a chemical
dynamics simulation, yielding fyun(E) = fun(T). It will be of
considerable interest to determine the size of these anharmonic
corrections and if they are indeed approximately unity for large
molecules, as often assumed.'?

V. Illustrative Experimental Examples of Non-RRKM
Dynamics

Above, non-RRKM dynamics for the decomposition of C,Hs,
HCO, HOCI, and the model alkyl radical H—C—C are described.
In the next section, non-RRKM behavior associated with post-
transition-state dynamics is discussed. Here, the non-RRKM
dynamics observed experimentally for several molecules and
reaction intermediates are presented to illustrate this behavior
for different classes of chemical reactions and its prevalence in
chemical kinetics. The importance of non-RRKM dynamics for
thermal polyatomic reactions has been recently reviewed.”

A. X~ + CH;3Y Sx2 Nucleophilic Substitution. The poten-
tial energy surface for X~ + CH;Y — XCH; + Y~ S\2
nucleophilic substitution has potential wells for the X~ +++CH;Y
and XCH;3+++ Y™ ion—dipole complexes, which are separated
by a [X++*CHj*** Y]~ central barrier.>*° Both chemical dynam-
ics simulations®*!8"192 and experiments'®3~!% show that the
unimolecular kinetics of the prereaction X +++CH;Y complex
is non-RRKM, which arises from weak coupling between the
three X +++*CH3Y intermolecular modes and the nine higher-
frequency CH;3Y intramolecular modes. The number of these
complexes surviving versus time, following X~ + CH;Y
association, is fit well by a multiexponential function as given
eq 15.

For a trajectory simulation of CI~ 4+ CH;Cl association at
300 K,'2 N(#)/N(0) for the C1~+++CH;Cl complex, eq 15, decays
with fi = 0.28, f, = 0.36, and f3 = 0.36, and k; = 1.1, k, =
0.15, and k3 = 0.093 ps~ " The trajectory N(#)/N(0) when
averaged over collisions,'”? eqs 16—19, gives a CI~ + CH;Cl
— CI™ -+ CHj;Cl association rate constant in very good agree-
ment with the experimental value.'?>!°* It is suggested that the
long-time component in N(f) arises from vague tori.'8’

The unimolecular dynamics of the I ++CHj3l complex,
formed by I" + CHj3l association, has been studied by time-
resolved photoelectron spectroscopy.!®> The time dependence
of the I +++CH;I complex is given by a biexponential curve, as
in eq 15, with f; = 0.78, f, = 0.22, k; = 1.5 ps™!, and k, =
0.12 ps~!. The unimolecular dynamics of this I +++CHsl
complex is very similar to that observed in the trajectory study,
described above, of the CI™ +++CH;Cl complex. Both complexes
are formed by ion—molecule association.
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Non-RRKM dynamics for X~ +++CH;Y complexes has been
directly observed in experimental studies of Cl™+++CH;3Br
ions.!” When excited by a low-power CW CO, laser at 943
cm™!, these ions only decompose to CICH; + Br™. In contrast,
RRKM theory predicts that this excited C1™ +++CH;3;Br complex
should also decompose to CI~ + CH;Br. The mode of the
complex excited by the 943 ¢cm™! radiation is a CHj; rocking
intramolecular mode. That only the CICH;3 + Br™ products are
observed is consistent with weak coupling between the com-
plex’s intramolecular and intermolecular modes since decom-
position of CI™ + CHj3Br requires energy transfer from the
initially excited CH; rock intramolecular mode to the C1™++-C
stretch intermolecular mode.

B. Low-Barrier Isomerizations. In experimental stud-
ies, 1977202 it has been discovered that thermal unimolecular
rate constants for low-barrier isomerization reactions are often
much smaller than the RRKM value and in some cases exhibit
mode-specific effects. This work was initiated by Bauer and
co-workers, and the isomerizations studied include those for
aziridine,'”” chlorobutyne,'”® 2-fluoroethanol,'®® cyclohex-
anones,’® flexible biomolecules,?®! nitrous acid,?*> and cyclo-
propane carboxaldehyde.’® Low-barrier isomerization reactions
appear to be a general class of reactions that are poorly described
by RRKM theory.

A correction factor to the RRKM rate constant has been
proposed for these isomerization reactions,?*>~2% that is

kg
k... = Kk K=—"7— 54
isom RRKM kIVR + Vr ( )
where kg is the IVR rate and vy is the frequency of the motion
of the reaction coordinate. The relationship of this ki, to the
non-RRKM P(¢) is uncertain.

Following the discussion in section II, the unimolecular
dynamics of these low-barrier isomerizations are intrinsically
non-RRKM, with a bottleneck for energy flow into the reaction
coordinate and reaching the TS. The observed unimolecular
dynamics indicates that a microcanonical ensemble of states has
a lifetime distribution P(#) with an initial small component that
has a rate constant much larger than that of RRKM theory and,
then at longer times, a much larger single component or multiple
components with a rate constant or constants much smaller than
the RRKM value. In a collision environment, the pressure-
dependent unimolecular rate constant is related to this non-
RRKM P(r) as described by eqs 16—19. For a microcanonical
ensemble of reactant states, the collision-averaged rate constant
k(w,E) equals krrim at high pressure. If there is only a single
longer time component in P(¢) following eq 22, k(0,E) = k)/f>,
where f, > f; and k; > k. The rate constant ki, would then
be associated with k, at low pressure. If the initial excitation is
nonmicrocanonical (i.e., nonrandom), this will affect P(f) and
may also affect the observed rate constant. Time domain
experiments of these isomerizations, in which the number of
reactant and/or product molecules is followed in real time, would
be very valuable.

It is of interest that non-RRKM dynamics has also been
observed in both experiments?® and simulations®” for a
unimolecular reaction involving a high-barrier isomerization.
The acetone—enol cation CH;—COH—CH," isomerizes to the
acetone cation CH;—CO—CH;", which then dissociates to CH;"
and to CH;CO™ 4+ CH3. What is found is that the methyl group
formed by this isomerization is 1.36 £ 0.15 times more likely
to dissociate from the acetone cation, while RRKM theory
predicts equal dissociation probabilities for the two —CHj
groups.

Lourderaj and Hase

C. Collision- and Surface-Induced Dissociation. In colli-
sion- and surface-induced dissociation (i.e., CID and SID),
molecules are activated and then undergo unimolecular decom-
position by collisions with projectiles and surfaces, respectively,
and important non-RRKM dynamics has been observed in both
experiments®*?® and chemical dynamics simulations**** for
some of these processes. In Ar + CH3;SH™ CID, the dominant
product channel is CH;* + SH,?%82% even though it is 1.44 eV
higher in energy than the lowest-energy channel yielding
CH,SH" + H. This has been explained by more efficient
translational to vibrational energy transfer for the low-frequency
C—S stretching mode than for the high-frequency C—H stretch-
ing modes and weak couplings between the low- and high-
frequency vibrations giving rise to non-RRKM dyanamics and
preferential C—S bond rupture.

Protonated peptide ions are activated by collisions with a
surface in SID, and two different types of fragmentation
mechanisms are observed.?>?* For one, the traditional statistical
mechanism, the ion rebounds off the surface and then fragments
with the RRKM rate constant after undergoing efficient IVR.
The second is a non-RRKM “shattering” mechanism,? in which
the ion fragments as it collides with the surface. For these events,
the ion is apparently properly oriented as it collides with the
surface, so that the impact with the surface directly “drives”
the ion to a fragmentation TS structure.

VI. Direct Dynamics Simulations of Non-IRC and
Non-RRKM Post-Transition-State Dynamics

RRKM theory is widely used to calculate lifetimes and
branching ratios to different product channels for intermediates
assumed to be trapped in “wells” on a PES. After passing a
transition state, the intrinsic reaction coordinate (IRC)*'° for the
minimum-energy path often leads to these wells. Furthermore,
the PES may have additional wells that are not on the minimum-
energy IRC but are accessible via IRCs with potential energy
barriers smaller than those required to form products or return
to reactants. A question of considerable interest is how ac-
curately IRCs and RRKM theory identify the actual atomic-
level mechanisms for chemical reactions. To contemplate the
possible complexity of these post-transition-state dynamics,'?
consider standing at a high-energy rate-controlling transition
state and gazing toward the reaction products and observing a
“rough” multidimensional landscape, with multiple potential
energy minima, reaction pathways, low energy barriers, and so
forth connecting the transition state to multiple product channels.
Given the range of possible dynamics resulting from the variety
of these PES features, there is considerable interest in determin-
ing the actual post-transition-state dynamics for chemical
reactions.

With increased computer speed and more powerful computer
algorithms, it has become possible to perform direct dynamics
simulations,?'" in which trajectories are integrated “on the fly”
with the potential energy and its derivatives obtained directly
from an electronic structure theory. This is a quite general
computational methodology that has allowed the investigation
of post-transition dynamics for numerous chemical reactions,> 12513
which are summarized in Table 2. The extensive non-IRC and
non-RRKM dynamics observed in these simulations are striking.
Also, in chemical dynamics simulations using analytic PESs,
non-IRC dynamics, consistent with experiment, have been
identified for H,CO and CH;CHO dissociation via the C—H
bond rupture channel.'?~!3! The dissociating H atom crosses a
ridge on the PES and “falls” into the highly exothermic
elimination dissociation channel, forming H, from H,CO and
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TABLE 2: Direct Dynamics Simulations of Gas-Phase Non-IRC and Non-RRKM Post-Transition-State Dynamics

chemical reaction and dynamics

electronic structure theory

thermal stereomutation of cyclopropane; trimethylene non-RRKM

dynamics®’1%2

central barrier non-RRKM recrossing dynamics for the CI™ +

CH;Cl (CD;Cl) SN2 reaction'®

non-RRKM dynamics of the biradical mediating
vinylcyclopropane—cyclopentene rearrangement'3*

non-IRC cyclopropyl radical ring opening'*

OH™ + CH3F — CH;0H + F~ non-IRC and non-RRKM
dynamics'3®

Non-IRC and non-RRKM dynamics for 1, 2, 6-heptatriene
rearrangement'?’

heterolysis rearrangement of protonated pinacolyl alcohol'?®
central barrier dynamics for the C1~ + C,H;sCl Sy2 reaction'?
propene ozonolysis and molozonide non-RRKM unimolecular

dissociation'?

non-IRC and non-RRKM Ecq2 reaction mechanism for F~ +

CH;00H?*
OCP) + CH; — H, + H + CO non-IRC dynamics'?®

CI~ 4+ CH3l — CICH; + I™ non-IRC and non-RRKM dynamics'*

o g%

Energy (kcal/mol)
885¢
\

= rd
g B

20 -10 -0 10 20 30 40 50 60 70 80 90

s (amu'? Bohr)
Figure 9. Potential energy along the intrinsic reaction coordinate (IRC)
for OH™ + CH3F — CH;0H + F7; s is the distance along the reaction

coordinate. This figure shows the structures at the potential energy
minima and at the saddle point barrier. Adapted from ref 136.

CH; from CH;CHO. Here, the non-IRC and non-RRKM
dynamics found in chemical dynamics simulations of the OH™
+ CH3F"*¢ and F~ + CH30O0H'?° reactions are reviewed. These
are particularly interesting reactions since the non-IRC dynami-
cal pathways avoid deep potential energy minima which are
connected to the rate-controlling TS via the IRC.

A. [HO::-CHj*+-F]” — CH;30H + F". The complete IRC
for the OH™ + CH3F — CH30H + F~ reaction, connecting the
central barrier to the reactant and product asymptotic limits,
was calculated at the MP2/6-31+G* level of theory. Energies
and geometries along the IRC are shown in Figure 9. The IRC/
RRKM mechanism is an indirect process with the system
temporarily trapped in the CH;OH++*F~ minimum.

The direct dynamics trajectories were initiated at the central
barrier TS,'? with conditions chosen from a 300 K Boltzmann
distribution for each of the TS’s degrees of freedom, including
reaction coordinate translation. The trajectories have two
reaction pathways, one direct and the other indirect, and neither
is the pathway predicted by the IRC in Figure 9. The vast
majority, ~90%, follow a direct reaction pathway with departure
of the F~ ion approximately along the O—C-+++F~ collinear axis.
The remaining small fraction of trajectories initially follows the
direct pathway, but they do not have sufficient CH;O0H + F~
relative translational energy to dissociate and are drawn into
the CH;0OH+++*F~ minimum and form the IRC/RRKM interme-

AMI1-SRP
MP2/6-31G*
AM1-SRP

CASSCF(3,3)/6-31G*
MP2/6-31+G*

CASSCEF(8,8)/6-31G*

HF/6-31G*
MP2/6-31G*
B3LYP/6-31G*

B3LYP/6-3114+G**

B3LYP/6-31G*
MP2/aug-cc-pVDZ

diate. The origin of the preference for the direct reaction path
is seen in Figure 10, in which the potential energy is plotted
versus the C+++F~ distance and O—C+++F~ angle. As the system
moves off the central barrier, it is propelled toward the products,
avoiding the potential energy well and not forming the
CH;OH--+F~ intermediate.

B. F~ + CH300H. In recent experiments, Kato and co-
workers studied the 300 K kinetics of the base-mediated
decomposition reaction F~ + CH3;O0H.?'> Much to their
surprise, the reaction did not yield the most exothermic products
HF + CH,(OH)O™ and products predicted by the IRC. Instead,
they proposed that the much higher energy non-IRC products
HF + CH,0 + OH™ were formed. The potential energy diagram
of the F~ + CH3;OO0OH reaction, calculated at the B3LYP/6-
311+G** level of theory'? is shown in Figure 11.

To provide an atomic-level understanding of the non-IRC
dynamics observed in the experiments, a direct dynamics
simulation was performed of the F~ + CH300H reaction.'?!
To study the dynamics for the two pathways in which F~ attacks
the H atoms of the OH and CHj groups, trajectories were
initiated for the F~ + CH30O0H reactants with initial conditions
to model the 300 K experiments. The trajectories were integrated
for 4 ps. It was found that 22.5% formed HF + CH,O + OH",
the major product reaction channel observed in the experi-
ment,”'? 48.5% became trapped in the CH;OOH ++F~ potential
energy well and formed a reaction intermediate that lasted up
to the 4 ps of the trajectory integration, 1.5% formed the HF +
CH;00" reaction products, and the remaining 27.5% went back
to the reactants. None of the trajectories formed the IRC
complex. The long lifetime for CH;OOH+++F~ is consistent with
RRKM theory. That none of the trajectories followed the IRC
is consistent with the experimental study.?'? The trajectory total
reaction rate constant for F~ + CH;0O0H is (1.70 + 0.7) x
107° cm®molecule*s and in excellent agreement with the
experimental value of 1.23 x 107 cm*molecule-s.

If the CH;O0H:+*F~ complexes remaining, when the tra-
jectories are terminated at 4 ps, are assumed to dissociate as
predicted by RRKM, nearly all will form the HF + CH,0O +
OH™ products since the barrier is 16.4 kcal/mol lower for this
channel as compared to the HF + CH;00™ channel. With this
assumption, the branching between the HF + CH,O + OH™
and HF + CH;00™ product channels is predicted to be 0.98 £
0.01 and 0.02 % 0.01, fractions in qualitative agreement with
the experimental results. The experimental estimates are ap-
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Figure 10. Potential energy contour diagram for [HO-++CHj+++F]~ fragmentation as a function of C—F distance and the O—C-+-F angle. The
remaining coordinates are optimized at each point on the PES. Adapted from ref 136.
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Figure 11. Energy diagram for the F~ + CH300H reaction at the

B3LYP/6-311+G** level of theory. The energies shown are in kcal/

mol and are relative to the F~ + CH300H reactant channel. Zero-
point energies are not included. Adapted from ref 126.

proximately 85 and 10% for these two channels. The trajectory
estimate of only ~2% branching to the HF + CH;00™ products
is not inconsistent with the experiments, based on a difficult
numerical analysis.?!?

A two-dimensional contour diagram of the post-transition-
state potential energy surface for F~ attack of the CHj; group is
illustrated in Figure 12. Q represents the concerted movement
of HF and OH™ away from CH,0, and Q, represents the inplane
rotation motion of CH,O. Also depicted in Figure 12 is the IRC
and the motion for a representative trajectory. The trajectory
“skirts” the deep potential energy minimum of the
CH,(OH),*+*F~ IRC complex and has non-IRC dynamics
reminiscent of those above for the OH™ + CH3F — CH30H +
F~ reaction.

C. Non-IRC Post-Transition Dynamics, Time Scales, and
IVR. The above simulations illustrate that the evaluation of PES
features such as well depths, barrier heights, and intrinsic
reaction coordinates may be insufficient for determining atomic-
level mechanisms for chemical reactions. Instead, it is often
necessary to study the actual motion of the atoms on a reactive
system’s PES. The efficiency of the reactive system to follow
the IRC and form reaction intermediates in deep potential energy
minima is intimately linked to the hierarchy of time scales for
intramolecular motions and structural transitions on the PES
and closely related to the concept of intramolecular vibrational

E (Kca'..'mol)

150 25
02 {degf'ee) 200

Figure 12. A two-dimensional contour diagram of the post-transition-
state potential energy surface for F~ attack of the CHj group of
CH;00H. Q, = Ar; + Ar,, where r is the FH—C bond length and r,
is the O—OH bond length. O, = A6#; + A6, where 0, is the O—C—0O
angle and 0, is the H-O—C angle, that is, H is the hydrogen abstracted
by F~ and O is the oxygen attached to carbon. Q; represents the
concerted motion of HF and OH™ away from CH,O, and Q, represents
rotation of CH,O. The remaining coordinates were optimized for each
Q, O, point. Depicted on this contour diagram is the IRC (red line)
and a representative trajectory (black line). Adapted from ref 126.

energy redistribution (IVR).'*!> To remain on the multidimen-
sional IRC, the reaction coordinate translational energy acquired
by the post-TS potential energy release must be transferred to
the remaining degrees of freedom. This may become more
efficient as the size of the reactive system increases, but there
is no certainty that this is the case. For the OH™ + CHjF
reaction, there is very weak coupling between CH;OH + F~
relative translation and O—C-++F~ bending and other vibrational
degrees of freedom, and the reactive system leaves the IRC.
For the F~ + CH30O0H reaction, it is the weak coupling between
the HF and OH™ translations, CH,O rotation, and other motions
which lead to the non-IRC dynamics.

VII. Concluding Remarks

Computational studies have provided extensive information
concerning the actual atomic level dynamics of unimolecular
reactions, for example, RRKM and non-RRKM behavior, and
broader applications of such work is expected. The quantum
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dynamical calculations may be extended to larger molecules,
providing more information regarding state-specific unimolecu-
lar decomposition. An atomic-level understanding of the origin
of the extensive non-RRKM dynamics observed for some classes
of reactions, for example, Sy2 nucleophilic substitution and low-
barrier isomerizations, is needed. Extensive applications of direct
dynamics simulations to many molecules and classes of
molecules will provide a wealth of information concerning
unimolecular dynamics and will be critical to understanding and
interpreting experimental studies. These studies will provide
challenges to the development of theoretical models for uni-
molecular reactions that can explain the observed nonstatistical
dynamics.
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